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The use of augmented reality in minimally invasive surgery has been the subject of much research for 

more than a decade. The endoscopic view of the surgical scene is typically augmented with a 3D model 

extracted from a preoperative acquisition. However, the organs of interest often present major changes 

in shape and location because of the pneumoperitoneum and patient displacement. There have been 

numerous attempts to compensate for this distortion between the pre- and intraoperative states. Some 

have attempted to recover the visible surface of the organ through image analysis and register it to the 

preoperative data, but this has proven insufficiently robust and may be problematic with large organs. A 

second approach is to introduce an intraoperative 3D imaging system as a transition. Hybrid operating 

rooms are becoming more and more popular, so this seems to be a viable solution, but current techniques 

require yet another external and constraining piece of apparatus such as an optical tracking system to 

determine the relationship between the intraoperative images and the endoscopic view. In this article, we 

propose a new approach to automatically register the reconstruction from an intraoperative CT acquisition 

with the static endoscopic view, by locating the endoscope tip in the volume data. 

We first describe our method to localize the endoscope orientation in the intraoperative image using 

standard image processing algorithms. Secondly, we highlight that the axis of the endoscope needs a 

specific calibration process to ensure proper registration accuracy. In the last section, we present quanti- 

tative and qualitative results proving the feasibility and the clinical potential of our approach. 

© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

By the end of the last century, surgeons had started to change

the way they operate from simply cutting open their patients to

performing the intervention through small skin incisions or even

natural orifices. This minimally invasive surgery has many advan-

tages compared to traditional open surgery, such as smaller scars,

shorter recovery time and fewer complications. However, the sur-

geon’s loss of direct vision of the organs compelled them to use an
� This paper was recommended for publication by James Duncan. 
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ndoscopic camera for guiding their instruments and actions. As

he intervention is performed via a digital video display, the possi-

ility emerges to augment the rendered scene with additional data

elevant to the operation, thus improving the surgeon’s experience.

his idea of creating Augmented Reality (AR) systems for guidance

n minimally invasive surgery has been the focus of a lot of re-

earch in recent years ( Sielhorst et al., 2008 ). 

Usually, AR in laparoscopic surgery is achieved by registering

 preoperative high definition 3D model (e.g. segmentation from

T or MRI images) with the intraoperative imaging modality (com-

only the video display from the endoscopic camera) ( Baumhauer

t al., 2008; Nicolau et al., 2011 ). In abdominal surgery, a pneu-

operitoneum is realized by insufflating gas, creating enough

oom in the abdominal cavity for the insertion and motion of the

urgical instruments below the skin surface. However, the pres-

ure applied by the pneumoperitoneum makes the organs change
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Fig. 1. Diagram illustrating how the different approaches are positioned with respect to augmented reality purposes. 1 © represents the methods based on Structure from 

Motion (SFM) or stereovision. 2 © stands for the methods aiming at determining the anatomical deformation occurring between the preoperative and the intraoperative 

states, notably due to the pneumoperitoneum. 3 © symbolizes all the techniques to locate the endoscopic camera with respect to the intraoperative scene. The latter is also 

inherently achieved by 1 ©, hence the dashed circle. 
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heir position and shape. In addition to the patient’s displacement

etween the preoperative acquisition and the intraoperative state,

his strongly hinders an accurate registration ( Sánchez-Margallo

t al., 2011 ). Although a rigid registration method may provide

ome efficient assistance to surgeons ( Marescaux et al., 2004; Nico-

au et al., 2013; Mårvik et al., 2004 ), it is clear that an acceptable

olution should routinely compensate for this deformation to en-

ure sufficient accuracy. So far, a number of different approaches

ave been developed towards this end and are summarized in the

ig. 1 . 

The first approach ( 1 © in Fig. 1 ) is one of the methods that aim

t extracting the visible surface of the organ with optical tech-

iques ( Maier-Hein et al., 2013 ) such as Structure from Motion

SfM) ( Pizarro and Bartoli, 2012; Mahmoud et al., 2012 ), stereovi-

ion ( Lo et al., 2008; Hu et al., 2009; Mountney and Yang, 2010;

aouchine et al., 2013 ) or Shape from Shading ( Malti and Bartoli,

014 ). Then the extracted mesh is registered in a non-rigid way

ith the corresponding surface segmented from preoperative im-

ges. The position of the camera with respect to the surface is in-

erently calculated using techniques such as SfM and stereovision.

herefore, no external tracking system is required. Such a process

an allegedly be executed in near real-time ( Figl et al., 2010; Su

t al., 2009 ), but the registration is reliable only on the visible sur-

ace. This could be a problem for a large organ such as the liver,

hich can present a significant deformation discrepancy. Moreover,

he method requires some anatomical landmarks in order to re-

ove any uncertainty in the registration process and serve as a

eferential frame for the camera localization. This makes all the

stimations interdependent and therefore less robust. Finally, the

ack of intraoperative ground truth for organ surfaces prevents a

roper accuracy validation. 

The second approach is to split the whole registration into two

istinctive parts by introducing intraoperative imaging as an inter-

ediary stage (see Fig. 1 ). First, an attempt is made at estimat-

ng the complete abdomen deformation using biomechanical mod-

ls ( Kitasaka et al., 2004; Bano et al., 2012; Oktay et al., 2013 )

r intraoperative low-dose CT acquisitions ( Feuerstein et al., 2008;

hekhar et al., 2010; Bano et al., 2013 ). Then, the preoperative im-

ges are updated according to the estimated deformation and reg-

stered to the intraoperative scans ( 2 © in Fig. 1 ). The second part

s to use an external tracking system to perform the extra registra-

ion step of aligning the intraoperative images with the endoscopic

ideo ( 3 © in Fig. 1 ). 

There exist several ways of determining an endoscopic cam-

ra position and motion. In Mårvik et al. (2004) , a rigid registra-

ion was performed using radio-opaque markers stuck onto the pa-

ient’s skin, extracted in a preoperative CT image and then picked

n the skin using a pointer visually tracked by an external sys-

em using tags. However, the method was too constrictive and in-

ccurate due to the approximate pointing system and the defor-
ation from the pneumoperitoneum. Ever since, optical tracking

as become the predominant solution for endoscope and instru-

ent tracking, as illustrated in Feuerstein et al. (2008) . While the

ccuracy is satisfactory, the technique is costly, cumbersome and

equires many calibration steps that can slow down the surgical

orkflow ( Shahidi et al., 2002; Garcia et al., 2004; Nicolau et al.,

005 ). Moreover, the infrared reflectors attached to the tracked de-

ices have to be in sight of the cameras at all times, constraining

he movements of the surgeon. 

So, a wide variety of methods have been developed over the

ast decade around the two approaches illustrated in Fig. 1 . How-

ver, none seems to fully bring a solution of augmented reality

n minimally invasive surgery. Indeed, the first approach lacks ro-

ustness and is too constrictive as it relies solely on the visible

urface. The second approach thus has greater appeal, especially

ince, in recent years, the 3D rotational C-arm is becoming increas-

ngly popular and is sometimes even mandatory for certain inter-

entions (cardiovascular surgery and neurosurgery). Its relatively

mall bulk enables the use of high quality intraoperative imaging

 Feuerstein et al., 2008 ) and it is steadily making its way into an

ncreasing number of operating rooms. Nevertheless, the determi-

ation of the 3D endoscope pose with respect to the intraopera-

ive image ( 3 © in Fig. 1 ) requires an extra piece of apparatus in

he surgical site and additional calibration steps that lengthen the

ntervention. 

In light of the above, we propose a new paradigm to automati-

ally register the referential frame of the intraoperative model with

hat of the endoscopic camera, without any external tracking sys-

em nor analysis of the endoscopic image. By including the distal

art of the endoscope within the intraoperative acquisition field

nd holding it with an articulated arm, we are able to estimate

he direction of the optical axis and the position of the optical cen-

er in the reconstructed volume. This approach allows us to deter-

ine directly the correspondence between the endoscopic camera

nd the 3D imaging system (Artis Zeego, Siemens). Obviously, this

elationship holds only when the camera remains static, but this

ay occur several times during an intervention such as a liver seg-

entectomy. First, static AR can be used to reveal hidden vessels

uring the outlining of the resection planes by electrocoagulation.

econd, AR can be used during the resection stage itself to iden-

ify encountered veins as hepatic or portal ones, as the former re-

uires electric scissors and the latter clipping. Third, overlays can

elp guide the needle during a thermal ablation. Every time the

ndoscope is displaced, static AR can be updated by performing

nother intraoperative acquisition. If continuous endoscopic navi-

ation is required, then we could resort to a classic tracking tech-

ique such as simultaneous localization and mapping (SLAM) or

n external optical tracking apparatus, but our approach would

till remove any need for calibration of this system. Finally, pro-

ided that a transfer function allows a good visualization of critical 
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Fig. 2. Picture of a typical setup in the hybrid operating room. 
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Fig. 3. Illustration of our typical abdominal intervention. 

 

 

 

structures in the volume rendering mode of the intraoperative im-

ages, we are then able to directly achieve AR without preoperative

imaging. 

In a sense, a common hand-eye calibration method seems to

be applicable to our system. However, due to the absence of exter-

nal tracking, the relationship between a calibration object and the

camera can only be determined by means of an additional 3D CT

acquisition. If performed before the operation, this acquisition may

not be useful as the zoom, focus and position of the light source

are not yet set as desired by the surgeon (proof that these pa-

rameters influence the augmentation is provided in Appendix D ).

If performed once the patient is on the table, a new acquisi-

tion is not possible without moving the patient. Either way, this

would lengthen the surgical workflow more than with the pro-

posed method. 

After previously publishing a brief description of our method

( Bernhardt et al., 2014 ), the present article presents further details

and introduces several major supplementary contributions. For the

intrinsic parameters, we assumed in our previous work the coinci-

dence between the endoscope axis and the optical axis. Here we

present a method to solve this issue. For the extrinsic parame-

ters, we introduce a new 3D template-based technique for the en-

doscope extraction from the intraoperative acquisition. Concerning

the quantitative results, we have created a new 3D-printed calibra-

tion chessboard with better accuracy and have performed signif-

icantly more experiments. For the qualitative results, we provide

additional in vivo visuals, including new textured surface-based

renderings. 

The article is organized in two main sections. The first describes

the system setup and details our method to determine the camera

parameters. The second section provides quantitative and qualita-

tive results from various experiments. Finally, a conclusion sum-

marizes the main achievements, provides discussions and exposes

some of our future plans. 

2. Methodology 

2.1. Description of the system and patient setup 

This Section describes the typical intervention setup that we

aim at with our method. The patient lies on the operation table

near to a 3D rotational C-arm machine, as shown in Fig. 2 . 

After the pneumoperitoneum is performed, the surgeon inserts

the endoscope inside the patient through a port and adjusts the

zoom and focus of the camera as well as the position of the light

source position (some endoscopes can rotate around the camera,
ee Fig. 21 in Appendix D ). In this work, we only consider monoc-

lar 0 ° angled endoscopes as they are still widely used for in-

erventions and their optics is easy to model. Nonetheless, we

iscuss the adaptation of our method to 30 ° endoscopes and stere-

scopes in Section 4 . Once the camera settings are fixed, the endo-

cope is pulled out of the patient and two calibration steps are per-

ormed (as described in Sections 2.2 and 2.4 ). These involve only

n analysis of the camera output and are typically achieved within

 minute. The endoscope is then inserted back in the abdominal

avity and positioned so as to obtain an optimal view of the ab-

ominal region of interest, but also so that it will appear in the in-

raoperative 3D image acquired by the C-arm (see Fig. 3 ). One can

ake sure it is sufficiently inserted by performing the common 2D

uoroscopic acquisitions that are parts of the clinical routine. 

One may argue that the presence of the metallic endoscope

ould introduce artifacts in the CT reconstruction. Nonetheless, at

 nominal distance from the organs, the endoscope produces only

inimal artifacts. Most importantly, these are located underneath

he endoscope tip i.e. outside the region of interest (ROI), as shown

n Fig. 4 . The contrary is unlikely, as the endoscope would have to

e positioned right above the ROI, which is seldom in this kind of

ntervention. 

To accurately augment the endoscopic view with intraoperative

ata, we must create a virtual camera with the same view upon

he ROI as the actual endoscope. Thus, the virtual view will match

he endoscopic image content. Therefore, we have to determine all

he intrinsic and extrinsic parameters of the endoscopic camera.
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Fig. 4. Illustration of endoscope-induced artifacts in pig image. The axial view (left) shows that the endoscope (outlined in blue) produces thin artifacts in the reconstructed 

volume (zoom in for details). However, the sagittal view (right) reveals that these (outlined in red) are only located underneath the inserted tip (in blue) and do not degrade 

the region of interest which is the liver (in green). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 
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he intrinsic parameters are composed of the field of view, the po-

ition of the optical center and the distortion of the lenses. The

xtrinsic parameters consist in the location and orientation of the

amera in the model space (i.e. the 3D image space). Finally, there

s also an uncommon variable that comes into play in our method,

hich is the misalignment of the image sensor and the axis of rev-

lution of the tube containing the optics. In the following Sections,

etails are given on how all these parameters are estimated. 

.2. Camera intrinsic parameters 

After the surgeon has set the optics as desired, we capture a

et of images of a generic chessboard pattern with several ori-

ntation angles and determine the intrinsic parameters through a

lassic camera calibration based on Zhang’s method ( Zhang, 20 0 0 ).

hereby, we can notably estimate the focal length, from which the

eld of view (FOV) for the virtual camera can be calculated. Ad-

itionally, the calibration provides the position of the optical cen-

er in the image plane and the radial distortion of the lens, which

an be used to undistort the endoscopic image. The quality of the

alibration is commonly measured by the error from reprojection.
ig. 5. The image on the left is a slice of the CT image, going through both the endosco

he scene, showing that the endoscope voxels exhibit very high contrast with any other p

ndoscope (right image) and to reduce the search for its position only to its bounding bo
or our experiments, we typically got reprojection errors below

.7 pixel. 

.3. Camera extrinsic parameters 

To determine the extrinsic parameters, we use the information

bout the endoscope tip included in the volume image. 

Camera pose estimation - The endoscope is mainly composed

f titanium and thus is highly opaque to x-rays. Therefore, it yields

ery high values in the CT image, much larger than those of sur-

ounding artifacts or any human tissue, as shown in Fig. 5 . Extract-

ng the endoscope then becomes trivial as we have a large range

o set a threshold value for segmenting its voxels. 

In our previous publication ( Bernhardt et al., 2014 ), we de-

cribed a method to estimate the endoscope position that was

ased on the analysis of the segmented voxels. Since then, ex-

eriments have shown that the accuracy of the registration was

trongly dependent on the value of the selected threshold. In or-

er to alleviate this issue and for the sake of providing a fully

utomatic AR approach whose results depend mostly on the data

nd not on the parameters, we developed a new method based on

atching a 3D template. 
pe and a pig’s anatomy. The intensity values are displayed for different regions of 

art of the volume. Therefore, it is simple to extract the voxels corresponding to the 

x (green).  
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Fig. 6. The intensity profile (a) (in Hounsfield units or HU) across the endoscope section i.e. along the green line shows that the distance between the two edges corre- 

sponding to the surface of the endoscope may be less than its actual radius (10 mm). The intensity profile (b) along the red line shows the abrupt drop occurring at the tip 

location (orange cross). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 
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As one can see in the Fig. 6 , the intensity peaks at the loca-

tion of the surface of the endoscope. Therefore, knowing that it

is tubular, we can retrieve the position of the endoscope by fit-

ting a 3D cylindrical model on its surface. This is performed by

maximizing the average intensity value sampled in the 3D CT data

along this template (see Fig. 7 ). This sampling is obviously limited

in space by the bounding box of the voxels previously extracted

and the distance between two consecutive sampling points is re-

lated to the 3D CT image spacing (0.49 × 0.49 × 0.49 mm) so

as to hit every voxel along the template at least once. As shown

in Fig. 7 , this model is represented with the position of a point C

on its axis of revolution (coordinates along the X-, Y- and Z-axes),

the two first Euler angles of its axis ( φ and θ ) and its radius R as

the latter may differ from the actual endoscope width (see Fig. 6 ).

These parameters are initialized with respect to the outputs of a

principal component analysis (PCA) applied to the segmented vox-

els. By considering the average intensity value along the template

as an objective function, matching is optimized using Powell’s con-

jugate direction algorithm. 
Fig. 7. This image shows the cylindrical template over a slice of the endoscope in 

the 3D CT data. The sampling points (orange) are positioned with respect to a point 

C on the axis of revolution, the Euler angles φ and θ and the radius R . (For inter- 

pretation of the references to color in this figure legend, the reader is referred to 

the web version of this article). 
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The position of the endoscope tip (orange cross in Fig. 6 )

s found by thresholding a large negative gradient in the inten-

ity profile along the determined axis as shown by the graph in

ig. 6 (b)(blue stripe). It is worth noting that the resulting tip lo-

ation will not actually correspond to the location of the virtual

amera on the axis, notably because it depends on the zoom factor

nd the focus. Nonetheless, calibration experiments have shown

hat, for standard FOV and focus settings for such interventions,

he correct location is very close to the actual tip of the endo-

cope and does not vary significantly across experiments. More de-

ails and experimental proof about this assertion are provided in

ppendix A . 

Also, given that we mainly worked with 0 ° endoscopes, there

s a near perfect parallelism between the endoscope and its opti-

al axis, as also demonstrated in Appendix A . Therefore, we safely

et the orientation of the virtual camera to that of the endoscope.

iscussions regarding non-parallelism for angled endoscopes and

tereoscopes are included in Section 4 . 

So, we are able to determine all the extrinsic parameters but

ne; the tubular shape of the endoscope prevents the determina-

ion of the roll angle around the axis of revolution. 

Camera roll estimation - This angle is automatically estimated

y using a high-end 3-axis accelerometer designed for low accel-

rations (model LIS331DLH from ST Microelectronics) included in

he camera. It is aligned and soldered on the printed circuit board

PCB) together with the imaging sensor, thus ensuring their align-

ent within the typical reflow assembly margins ( ±10 μm, re-

ulting in a negligible ±0.2 ° for this 3 mm-wide chip) (see Fig. 8 ).

oreover, this sensor is not considered as an external tracking de-

ice as it is already part of the endoscope. 

So, the roll angle measured by the accelerometer is also that

f the camera with respect to the gravity field. The interventional

T system is very precisely calibrated to provide a volume with

ts vertical axis aligned with the Earth’s gravity. Thus, the roll an-

le of the virtual camera with respect to the 3D CT data can be

et to the value given by the accelerometer. The accuracy obvi-

usly decreases as the endoscope moves towards verticality. A cone

f about 10 ° around the vertical axis is typically a satisfactory

oundary. Although, given our setup (see Fig. 3 ), the endoscope

s never placed vertically as this would prevent the interventional

-arm from rotating around the surgical site. Also, the manufac-

urer reports a variation of sensitivity with respect to the tilt angle

utside of verticality. However, thanks to trigonometric formulae

nd a combination of the acceleration values along the three axes,

he sensitivity can become independent from the actual tilt angle
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Fig. 8. Simplified illustration of our endoscope and its sensing components. The 

scene is projected along the optical axis v onto the imaging sensor (in green) and 

forms an image whose up vector is u . The CCD chip is soldered on a PCB (in red) 

together with the accelerometer (in blue) which measures the tilt angles with re- 

spect to gravity denoted g . Therefore, its roll angle β and the pitch angle α are the 

same as those of the imaging sensor. The dashed lines represent horizontality. (For 

interpretation of the references to color in this figure legend, the reader is referred 

to the web version of this article). 
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alues. Therefore, the roll angle estimation remains accurate in all

ases. 

We performed a quantitative evaluation of the roll angle es-

imation by comparing the value provided by the accelerometer

nd the one found by manually setting the rotation while trying

o match visual cues in the scene. Across 14 experiments, we ob-

ained an error of 0.15 ° ±0.24, which is larger than the value of

.1 ° reported by the manufacturer, but still sufficiently accurate for

ur purpose. 

.4. Determining misalignment between endoscope tube and CCD 

ensor 

Most of cameras, laparoscopic endoscopes included, present a

mall misalignment between their optical axis and the center of

heir imaging sensor. This offset between the principal point and

he image center is usually estimated by a camera calibration and
ig. 9. At the top is a picture of two endoscope tips. The left clearly has its optics dec

e centered, but could still result in several pixels of registration error. At the bottom 

isalignments. One can see that the center C of the imaging sensor does not necessarily 

he axis of revolution � of the rod. As a result, the projection C � of the endoscope axis m

ig. 10. A square-profiled tube rests on the distal part of the endoscope. The line passing

nterpretation of the references to color in this figure legend, the reader is referred to the
s part of the intrinsic parameters. Additionally, in our case, it is

mportant to note that the optical axis may differ from that of the

ctual tubular endoscope (see Fig. 9 ). As a result, the center of the

maging sensor is unlikely to coincide with the axis of revolution

f the tube. 

Since we position our virtual camera with respect to the shape

f the endoscope (more specifically on its axis of revolution), we

eed to determine its geometrical relationship with the image

lane as even a few micrometers of misalignment would result

n several pixels of registration error. More specifically, we place

he virtual camera onto the axis of revolution � of the endoscope,

ence we ought to locate the projection C � of � onto the CCD

ensor. Then, in the endoscopic image of center C , since 
−−→ 

CC � is

easured in pixels, we can compensate for the misalignment by

ranslating the virtual image by 
−−→ 

C �C in the final registration. 

The virtual and actual cameras having different origins (the for-

er is located on the endoscope axis and the latter on the optical

xis), 
−−→ 

C �C can also be interpreted as a 2D correction of a perspec-

ive effect. However, the discrepancy between the endoscope and

ptical axes is very small in both distance (a few millimeters at

ost) and parallelism (see Appendix A ) compared to the dimen-

ions of the scene. Thus, the orthographic projection of the vir-

ual camera is very similar to the perspective of the actual camera.

lso, since this correction is operated from the center of the im-

ge, the approximation is all the more accurate in this area, which

s where the region of interest usually lies. 

Calibration with a square tube - Provided that the rod is a

erfect cylinder, all the diameters of the endoscope tube inter-

ect on its axis of revolution. Therefore, a practical way of esti-

ating � is to determine several of these diameters in the endo-

copic image and calculate their intersection. A simple technique

o do so is to record images and extract the corners of a square-

rofiled tube resting on top of the endoscope tip, as illustrated by

ig. 10 . The actual method to estimate the diagonals is described

n Appendix B . 

So, while the square tube slowly rotates on the endoscope, we

xtract the diagonals in the images and associate them from one

rame to the next simply by considering their orientation similar-

ty. This results in two sets of intersecting diagonals (see Fig. 11 ).

 

entered with respect to the tube because of the light emitter. The right seems to 

is a simplified illustration of the structure of a rigid endoscope with exaggerated 

coincide with the optical axis � which, in turn, may very well not be aligned with 

ay diverge from the image center C , resulting in an registration error in translation. 

 by the top and bottom corners (red) intersects the sought axis of revolution. (For 

 web version of this article).  
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Fig. 11. At the top, the edges and thus the diagonals of the squares are detected in a sequence of images, resulting in two sets of lines, the green ones and the blue ones, 

as illustrated at the bottom. Using a least squares method, we can calculate, for each set, the point that minimizes its distance from the lines. The set with the smallest 

discrepancy (here the left one) is the closest to a perfect intersection of all the lines at the same point, which is considered to be C � . (For interpretation of the references to 

color in this figure legend, the reader is referred to the web version of this article). 

Fig. 12. On the left is a front picture of the 3D-printed chessboard. At the middle, a back picture shows the 3 mm steel balls inserted underneath the corners. On the right, 

the same balls seen from the CT image. On top of the chessboard, a bigger 5 mm ball is inserted, observable from both CT and endoscope, which resolves ambiguity in the 

orientation. 
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To determine which set corresponds to the sought projection, we

calculate the position of the point that minimizes its distance to

all lines for each set. In the correct case, all the lines should inter-

sect roughly at the same point and therefore the deviation should

be the smallest. 

Using a least-square formulation, we calculate the intersection

of the diagonals as the point that minimizes its distance to each

line (equations are provided in Appendix C ). As a result, we are

also able to determine and compensate for the misalignment be-

tween the endoscope axis and the CCD sensor. Thus, the endo-

scopic view can be augmented with an accurately registered virtual

image of the model. In Appendix D , we provide quantitative results

about how the determination of C � is influenced by the insertion

depth in the square tube, the zoom, the focus and the position of

the light source. In the next section, we present the results from

numerous experiments that we have performed to assess the ac-

curacy of our method. 

3. Experimental results 

Various experiments have been performed, including quantita-

tive ones to evaluate the accuracy and qualitative studies show

clinical potential. 
.1. Quantitative results and validation 

We carried out a significant number of experiments to validate

uantitatively the accuracy of our method. 

Protocol - A dedicated chessboard has been created to assess

ur method’s accuracy (see Fig. 12 ). It has been printed in 3D in

rder to achieve a 0.1 mm accuracy for the pattern. Composed of

3 × 9 squares of 5 × 5 mm, it fills most of the field of view of

n endoscopic camera at the nominal distance. On one side, the

egular chessboard pattern is used by the camera to locate pre-

isely each corner. On the other side, right underneath each corner,

 3 mm steel ball is inserted at a known depth of 3.8 mm. Since

teel also highly attenuates x-rays, we are able to segment each of

hem and thus calculate the position of each corner in the volume

mage too. Hence, by placing the endoscope so that the chessboard

lls most of its view, it is possible to evaluate the precision of the

egistration over most of the camera field of view. 

Following the protocol described in Section 2.1 , once the cam-

ra has been tuned as desired and calibrated, the chessboard is ac-

uired by both modes of imaging (3D C-arm and endoscope). Using

ur method, we locate the endoscope in the CT volume and both

oll angle and potential misalignment between the endoscopic

od and the CCD sensor are determined. Then, we independently 
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Fig. 13. On the left are two views of a rendering of the scene with the outline of the C-arm volume, the virtual camera placed according to our calculations from the 

segmented voxels (red dots) and its frustum (green). The green dots are the centers of the segmented steel balls, which we use to infer the position of the actual chessboard 

corners in yellow by a known translation. On the right is the endoscopic image with the corners located in red. The yellow points from the virtual view are projected in the 

same image for comparison (zoom in for details). For this experiment, we obtained ε = 6 . 38 ± 2 . 03 p. (For interpretation of the references to color in this figure legend, the 

reader is referred to the web version of this article). 
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etermine the chessboard corner locations from both the CT vol-

me and the endoscopic image with respectively ITK (threshold,

abeling) and OpenCV (subpixel corner extraction). By performing

he registration, the corner locations from the volume rendering

re projected in the 2D space of the endoscopic image. Therefore,

e are able to calculate the registration error ε in pixels between

he two sets of points across the 1080p image, as shown in Fig. 13 .

Results - We performed this experiment 28 times with five en-

oscopes of the same model (Karl Storz Hopkins II) but of different

enerations. Those of the first generation are decentered and those
ig. 14. This graph shows the results for all 28 experiments. The average registration 

tandard deviation in green. (For interpretation of the references to color in this figure le
f the second generation are not (respectively left and right in the

icture in Fig. 9 ). Additionally, for each experiment, we used dif-

erent camera settings (zoom, focus, etc.) and placements for both

he chessboard and the camera. Moreover, as the endoscopic tube

nd the camera are separable for straight endoscopes, they can ro-

ate around each other, constituting yet another variable across ex-

eriments. Finally, due to their use and manufacturing, the optical

roperties and shape of these endoscopes may slightly differ from

ne to the other. All the results about the residual error (average

nd standard deviation) are reported in Fig. 14 . 
error across all 96 chessboard corners is displayed in red and the corresponding 

gend, the reader is referred to the web version of this article).  
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Fig. 15. This is the worst registration we obtained across the 28 experiments with 1080p images. 
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These show that the registration error is consistently low for

the 28 experiments. The largest registration error is smaller than

24 pixels in a 1080 p image and most of the experiments present

an average error smaller than 15 pixels, which approximately cor-

respond to a millimeter at the nominal distance. In order to facili-

tate the appreciation of the results, we show the worst registration

that we obtained in Fig. 15 . 

According to the surgeons at our institution and current stan-

dards for intra-abdominal interventions, these errors are suffi-

ciently small to fulfill AR purposes for surgical procedures. A

typical run-time we measured on a computer with an Intel i5 pro-

cessor at 3.30 GHz was 7 s for the camera calibration over 9 im-

ages, 25 s for the square tube calibration over 14 images and 6 s

for the other processing, including rendering. Besides, the online

tasks are the acquisition of the checkerboard for the camera cal-

ibration (15–30 s) and the acquisition of the rotating square tube

(10–20 s). The only offline task is to make sure that one is able to

set a correct threshold to extract the endoscope in the CT volume.

To do so, only one acquisition of the endoscope with the C-arm is

required. 

Error sources analysis - We have measured the relationship

between the registration error and the depth at which the endo-

scope is inserted into the volume, in order to provide some kind of

recommended minimum insertion guideline. The results are shown

in Fig. 16 and were performed on 12 different endoscope positions.
Fig. 16. For each of 12 experiments, the average registration error in pixels is displayed

inserted in the volume image. 
ne can see that all registration errors stabilize beyond 17 mm,

hich then becomes our recommendation for the tip insertion

epth to ensure the accuracy of our method. 

However, even with the endoscope well inserted inside the vol-

me of acquisition, the registration error is still influenced by other

arts of the process. To assess how much each part affects the final

utput, we performed ten distinctive times each step of the com-

lete process (camera and square tube calibrations, 3D CT and en-

oscopic images) for three different setups. Each setup consists of a

ifferent pose of the endoscope and the radio-opaque chessboard.

oreover, the acquisitions have been performed with as much

ariation as possible within each setup by changing the lighting of

he scene and choosing various chessboards for the camera calibra-

ion. Table 1 reports the average error and the standard deviation

f registration in pixels measured when only one step of the pro-

ess changes. This concerns the square tube calibration, the camera

alibration, the endoscopic image (corners localization) and the 3D

T image (endoscope extraction and corners localization). 

From the standard deviations reported in Table 1 , one can no-

ice that the camera calibration does not significantly affect the

egistration accuracy, probably due to the reliability of Zhang’s

ethod for the endoscopic camera calibration and the robustness

f the corner detection method. The latter may also explain why

ariations in the endoscopic image does not impact the registra-

ion. However, successive acquisitions of a same scene by the 3D
 with respect to the tip insertion depth in millimeters at which the endoscope is 
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Fig. 17. The volume rendering (left) is projected onto the endoscopic image of the liver (center) to augment it (right). For each case, a tumor has been manually segmented 

from the intraoperative volume image and is pointed by the red arrow. (For interpretation of the references to color in this figure legend, the reader is referred to the web 

version of this article). 

Fig. 18. At the top, the endoscopic image is projected onto the surface of the abdominal cavity from a virtual camera placed according to our method. One can notice on 

the top right how well-aligned the edges are in both the image and the mesh. In the middle are the endoscopic image (left) and the view of the surface from the virtual 

camera (right), both showing the same scene. Their good correspondence is shown by a grid mosaicing of these two images (bottom). 
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Table 1 

Average and standard deviation of the registration error (in pixels) observed 

when only one part of the process changes ten times and across three dif- 

ferent setups. While one step changes, all the others are assigned the values 

corresponding to the best result in terms of accuracy. 

Experiment setup 1 2 3 

Square tube calibration 16.25 ± 7.51 15.11 ± 6.23 13.34 ± 7.16 

Camera calibration 13.93 ± 0.28 11.01 ± 1.01 6.43 ± 0.36 

Endoscopic image 13.81 ± 0.07 11.76 ± 0.09 6.75 ± 0.11 

3D CT image 14.76 ± 0.79 14.80 ± 1.84 6.76 ± 2.39 
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CT imaging system may yield non-negligible fluctuations in the in-

tensity of the voxels. Since our method relies on voxel intensity to

estimate the endoscope pose in the volume image, we also log-

ically observe that this part of the process affects the final out-

put our method. Nonetheless, so far, these variations represent at

most only tenths of a millimeter in the augmented scene and may

be ignored. On the contrary, various square tube calibrations may

change the augmentation by up to 14 pixels which corresponds to

almost a millimeter in the scene. Therefore, this routine has by far

the most impact on the registration accuracy and ought to be per-

formed with caution. If done so, one can then obtain precise aug-

mentations like the ones performed on in vivo data and presented

in the next Section. 

3.2. Qualitative results with interventional data on pig 

So as to assert the clinical feasibility of our method, we per-

formed five sessions of acquisition on pigs. For each of them, we

performed a camera calibration and estimated its position with re-

spect to the scene using our method, enabling us to augment the

endoscopic image with the volume rendering. Fig. 17 shows in-

stances of augmentation of the liver surface of two different pigs

with lesions. The lesions are manually segmented from the intra-

operative images and displayed through the registration using our

method. One can see that the liver contour and the lesions from

the volume image are well-aligned with their representations in

the endoscopic view with a registration error smaller than 10 pix-

els which corresponds to less than a millimeter at the nominal dis-

tance. 

3.3. Qualitative results with surface rendering 

As a secondary way of visually validating our registration

method, we also implemented a way of projecting the endoscopic

image back to the C-arm volume data. By applying the marching

cubes algorithm on the volume data, we are able to extract the

surface of the pneumoperitoneum. Then, by placing a virtual cam-

era using our method, the image can be back-projected as a texture

onto the visible cells (see Fig. 18 ). One can assert the registration

accuracy by observing how well the contours on the surface, visi-

ble due to shadowing, match their counterparts in the endoscopic

image. Beside validation, this process can also be used in order to

automatically produce highly photo-realistic textured 3D models,

hence ridding users of manually identifying the correspondences

between the surface and the endoscopic image. Such models may

prove useful for education as well as for surgery simulation. 

4. Conclusion and discussion 

In this article, we have presented a new simple paradigm to

register an intraoperative model with the endoscopic image. By in-

cluding and analyzing the endoscope tip inside the 3D C-arm field

of acquisition, we can precisely determine almost all the camera
xtrinsic parameters, thus allowing static AR with no need for any

xternal tracking device. 

During quantitative experiments, our method has proven to

e robust and accurate throughout many evaluations using a

edicated calibration object, with most registration errors below

5 pixels (i.e. approximately 1 mm in the scene at nominal dis-

ance). Regarding the ground truth accuracy, it could be argued

hat we extract the steel balls from the volume image with a fixed

hreshold, which may reduce the accuracy. Tuning its value yields

light changes in the position of the balls which in turn displaces

he inferred chessboard corners in the volume rendering. Nonethe-

ess, since these uncertainties are of less than a fraction of a mil-

imeter, they do not significantly impact the ground truth accuracy,

ven combined with the imprecision of the 3D printing (0.1 mm). 

In addition, as mentioned in Section 2.1 , all experiments were

erformed so far with straight endoscopes as most of laparoscopic

nterventions are performed with these. Nonetheless, we are aware

hat 30 ° optics is preferred in some specialties such as thoracic

nd bariatric surgery, but by definition these devices do not en-

ure parallelism of their optical and shaft axes. Some initial tests

erformed with such an endoscope and an estimation of the bevel

irection from the 3D CT data did not give satisfactory results since

he distal tip is composed of too few voxels. Nonetheless, we argue

hat it is very likely that an improved version of our square tube,

ombined with the accelerometer output, would allow an accurate

stimation of the 30 ° angle direction with respect to the camera.

ikewise, we also performed a few tests with a stereoscope, which

as all its optical components concentrated at the tip and thus also

oes not ensure parallelism between the optical and the endoscope

xes. But the results were promising and we are convinced that an

daptation of the square tube calibration would allow the use of

ur method with such endoscopes. In other words, we believe in

he genericity of our approach and plan on making it accessible for

ny kind of endoscope. 

In conclusion, we highlight the fact that this is the first AR

ethod in laparoscopy on in vivo data to attain a accuracy of 1 mm

t nominal distance, contrary to methods based on optical tracking,

hose accuracy is hindered by all the calibration process. There-

ore, as shown by our in vivo experiments, our AR system can be

sed to automatically augment the endoscopic view with useful in-

ormation from the 3D intraoperative imaging system (e.g. volume

endering or segmentations). 

Currently, the image quality of intraoperative 3D C-arms may

ot be sufficient to easily extract features of interest, but a huge

mount of work is being carried out by manufacturers to signif-

cantly improve intraoperative image quality. Meanwhile, our ap-

roach may also reveal itself to be advantageous for static AR from

reoperative data if its relationship with the intraoperative image

s already determined. In case of endoscope displacement, a new

cquisition can be made to update the AR. One concern may then

e the successive radiation exposures of the patient, but these are

lready three times less than with regular CT scanners and keep

n improving. Thus, it is reasonable to assert that hybrid operating

ooms will become increasingly popular. 

If true dynamic AR is required, we could resort to an image

nalysis technique such as SLAM or an external system such as

ptical tracking or a robotic arm, but our method would still re-

ove any need for calibration, making it potentially more accurate.

oreover, the accelerometer also provides useful motion data that

ould be used to refine the tracking. Indeed, an accelerometer is

ccurate for fast motions, making it complementary to an optical

racking system, which is more tailored for slow movements. We

lso plan on using a passive robotic arm. 

Finally, we are in the process of optimizing and integrating our

lgorithms so that they can work seamlessly in an operating room;

he first tests on patient are expected in 2016.  

 



S. Bernhardt et al. / Medical Image Analysis 30 (2016) 130–143 141 

A

 

t  

i  

S  

S  

H  

t

A

t

 

t  

v  

o  

o  

f

2  

d  

s  

v  

(  

e  

4  

f

F

P

p

 

f  

t  

m  

t  

(  

t

A

 

t  

v  

p  

(  

t  

t  

m  

a  

m  

n

A

 

e  

F

s

 

cknowledgment 

The authors would like to thank the University of Strasbourg,

he IHU of Strasbourg for funding this project, the IHU imag-

ng technicians for making the experiments possible, the IRCAD

trasbourg R&D development team, Johannes A. Fallert from Karl

torz Gmbh, Tuttlingen, Germany and Philip Mewes from Siemens

ealthcare GmbH, Munich, Germany for providing useful informa-

ion about their equipments. 

ppendix A. Camera position and parallelism with respect to 

he endoscope 

To determine the position of the camera from the endoscope

ip, we typically perform an optimization of the position of the

irtual camera along the endoscope axis for several experiments

n the radio-opaque chessboard (see Section 3.1 ). It has been

bserved that this distance d is approximately 3.4 ± 2 mm

or standard FOV and focus settings. Also, this deviation of ±
 mm introduces only between 1 to 7 pixels of reprojection error

epending on the perspective of the scene. For the sake of con-

istency, we also calculated the position of the camera from its

iew of the chessboard by solving the classic Perspective-n-Point

PnP) problem and measured its distance from the tip along the

ndoscope axis (see Fig. 19 ). Across 28 experiments, we got d =
 . 2 ± 0 . 43 mm, which is close to what we previously found. There-

ore, this distance d can be set as a constant. 
ig. 19. Endoscope looking at chessboard. By detecting the corners and solving the 

nP problem, we can evaluate the position and orientation of the camera and com- 

are them to what we find with our method. 

T

d  

 

t  

l

∑
 

ig. 20. Our method of square edge extraction: (a) Original image; (b) Bilateral filterin

egments into four clusters; (e) Averaging of segments to obtain the edges and then the d
PnP solving also provides the camera orientation, which is help-

ul to estimate how parallel the optical and endoscope axes are in

he case of a 0 ° endoscope. Across the same 28 experiments, we

easured ε = 0 . 42 ± 0 . 17 ◦ (see Fig. 19 ), which introduces a regis-

ration error of approximately 0.51 ± 0.21 mm at nominal distance

70 mm). Therefore, it is safe to assume that the endoscope and

he optical axes are parallel. 

ppendix B. Square tube corner detection 

To accurately determine the corners, the inside of the square

ube is painted in matte black, so that the images obtained are

ery easily segmentable (see Fig. 20 ). First, a bilateral filter is ap-

lied to the image to reduce the noise while preserving the edges

 Fig. 20 (b)). Second, we use the Canny edge detector to produce

he binary edge map of the image ( Fig. 20 (c)). Third, we apply

he probabilistic Hough transform to extract the strongest seg-

ents from the map and cluster them by similarity of direction

nd location( Fig. 20 (d)). Finally, we average each cluster of seg-

ents to obtain the square edges and thus the corners and diago-

als( Fig. 20 (e)). 

ppendix C. Determination of the intersection of diagonals 

Let us consider a set of N seemingly intersecting straight lines,

ach defined by a point P i and a (normalized) leading vector v i .

he squared distance of a point P to the i th line is thereby: 

 

2 
i = | P − P i | 2 − ((P − P i ) . v i ) 2 (1)

If we consider the vector derivatives of Eq. 1 , we get: 

∂d 2 
i 

∂P 
= 2(P − P i − ((P − P i ) . v i ) v i ) 

= 2(I − v i v T i )(P − P i ) 

(2) 

The point C � that best approximates the intersection according

o the least-squares sense is also the null space of Eq. 2 for every

ine i : 

N 
 

i 

(I − v i v T i )(C � − P i ) = 0 (3)

 

g; (c) Canny edge detection; (d) Probabilistic Hough transform and separation of 

iagonals.  
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Fig. 21. Pictures of a separable endoscope. The endoscope and the camera can be separated (left) and attached (right) through a joint that allows a spinning rotation of the 

endoscope (green arrow). The light source can thus be placed according to the surgeon’s desire during the intervention. (For interpretation of the references to color in this 

figure legend, the reader is referred to the web version of this article). 
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Therefore, we can obtain C � from Eq. 3 as: 

 � = 

[ 

N ∑ 

i 

(I − v i v T i ) 

] † 
N ∑ 

i 

(I − v i v T i ) P i (4)

Appendix D. Influence of insertion depth, zoom, focus and 

light source position 

Concerning the square tube calibration, one may wonder by

how much should the endoscope be inserted in the tube. Since the

endoscope is calibrated to capture the scene at a certain distance,

it is naturally inserted so that the square end of the tube appears

sharp in the image. Thus, the output plane is at that same nom-

inal distance as the scene to be imaged and the 2D correction of

the perspective effect is accurate. Nonetheless, for the sake of ro-

bustness, we measured the variations of C � at ten different inser-

tion depths around the depth of focus and we obtained a standard

deviation of (0.9, 0.9) pixels along the image X- and Y-axes, which

is negligible. This may also be considered as a proof that the per-

spective difference between the virtual and the actual camera is

small. 

In the introduction, we asserted that no calibration of the en-

doscope can be performed prior to the intervention as the zoom,

focus and the light source position have an impact on the registra-

tion and may be changed by the surgeon (see Fig. 21 ). Therefore,

we also measured the variations of C � with respect to these pa-

rameters. For 11 different values of focus around a standard setting,

the standard deviation of C � is (2.0, 0.9) pixels along the image

X- and Y-axes. For 16 different values of zoom between a medium

zoom and a complete zoom-out, the standard deviation of C � is

(4.3, 7.5) pixels along the image X- and Y-axes. For 11 different po-

sitions of the light source, the standard deviation of C � is (16.1,

21.1) pixels along the image X- and Y-axes. Hence, while changing

the camera focus has little impact on the 2D correction, variations

of the zoom and the light source position significantly influence

the square tube calibration and thereby the augmentation. 
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